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I. INTRODUCTION 
 

A. Project Overview and Background Information/Business Justification 

Increased hotel reservation options have changed booking behavior among potential customers. Due to 

the ease of bookings and cancellations associated with online reservation channels, hotels take on more booking 

risk, often with no financial recourse if bookings are cancelled. This risk can be mitigated substantially if it can 

be modelled and forecasted. To address this consideration, we are analyzing two related datasets that include 

booking profiles, hotel profiles, and time-series data along with cancellation status for multiple bookings. 

B. Problem Statement and Primary Research Questions 

Problem Statement: Determine what factors impact hotel booking cancellations and forecast future bookings. 

Primary Research Question: Can hotel bookings and cancellations be modelled and forecasted using data on 

booking profiles and time of year? 

Supporting Research Questions: 

• Are hotel booking cancellations seasonal? 

• Are hotel booking cancellations affected by hotel profile? 

• Does family size/make-up impact booking cancellation propensity? 

• Do hotel bookings show an increasing/decreasing trend? 

 

C. Initial Hypotheses  

We hypothesize that more cancellations happen during the winter (December, January, February) due to 

inclement weather affecting travel itineraries. Potential customers have more booking options in the city, and 

thus, we hypothesize that booking cancellations will be more prevalent at city hotels than resort/rural ones. With 

less booking options in rural areas, customers, we hypothesize, are less likely to cancel their respective 

bookings in these areas. We hypothesize that hotels will show an increasing bookings trend over time due to 

general understanding of increased travel and population increase over time.  Large groups or families may 

have less booking cancellations than individuals due to logistical complexity associated with large-group 

planning.  

 

II. OVERVIEW OF DATA 
 

A. What is it and where did the dataset come from? 

Our primary Kaggle dataset was originally obtained via queries of hotel industry SQL databases for two 

hotels in the country of Portugal. One hotel was located in the capital city of Lisbon; the other was a resort hotel 

located in the southern coastal region of Algarve, a popular vacation destination for residents of Portugal and 

other Europeans. The secondary dataset, although cleaner, had fewer variables and datapoints (119k vs 36k).  

The hotel type was not known, and the data source was not identified. However, the dataset variables are very 

similar to the primary dataset, suggesting the data may have been sourced via a hotel industry database. 

 

 

 

 



B. Key Variables (Hypothesized) 

Descriptive and predictive analytics - Logistic regression and SVM and KNN classification 

• Potentially impactful predictors: number of adults, number of children, lead time for reservation, arrival 

month, arrival date, booking price, location, deposit type 

o Most likely impactful predictors: Arrival month, arrival date, lead time, booking price, location, 

deposit type 

• Response: Booking status (cancelled or not) 

Predictive analytics – time-series analysis/Holt-Winters forecasting 

• Arrival date for cancelled hotel booking reservations 

o Total hotel booking reservations by week or month and hotel profile 

 

C. Exploratory Data Analysis 

Initial data clean-up concerned the removal of NA and Null values. Deeper inspection resulted in the 

removal of datapoints where the “Adult” value equaled zero, as well as datapoints where weeknights and 

weekend-nights both equaled zero. The final clean-up resulted in replacing meal plan values of “Unidentified” 

with the equal meaning value of “SC”. 

We added two mutated values: 

• Season – to test our Seasonal hypothesis, we translated Month values of December, January, and 

February to Winter; March through May to Spring etc. 

• Is_Domestic – there are 178 countries. The initial logistic regression deemed this variable to be not 

significant. However, translating this variable into a binary variable of Is_Domestic; where values of 

PRT = 1 and all others equal 0, revealed this to be a very significant variable in a subsequent regression. 

After the clean-up and mutation processes, we then began inspecting our data more thoroughly. This included: 

• Linear regression of numerical variables, which deemed the “babies” variable as insignificant. 

• Skim (from the skimr package) provides a statistical summary which includes histograms. The 

histograms illustrate our numeric variables have long tails, thus requiring scaling. 

 

Output 1: Numeric Variable Summary 

 

       

Because our primary data set consists of two specific hotel types, it was prudent to inspect whether there 

were patterns distinct to each. A correlation matrix revealed similarities among the top features for both hotels: 

deposit_type, is_Domestic, and lead_time. The top 8 correlated variables for each resort type are shown below 

(using absolute values).  After the top similar features, the remaining variables diverge in importance.   

 

 

 

 

 



Figure 1: Correlation Matrices for Primary Dataset 

   

Our secondary dataset was analyzed to determine correlations between the booking cancellation 

response and other predictors.  A correlation funnel of these results is shown below. 

Figure 2: Correlation Funnel for Secondary Dataset 

 

 

Additional comparisons between the hotel types illustrated a marked difference in the overall 

cancellation rates. The side-by-side graphs below clearly depict a sizable variance in cancellation rates. The 

City Hotel’s overall cancellations hovers at 40% for all seasons, while the Resort Hotel’s cancellations were 

below 30% percent for all seasons, except at their peak during Summer.  These results support our initial 

hypothesis that urban hotels are likely to have greater rates of booking cancellations as compared to rural ones. 

Figure 3: Booking Cancellations by Season 

 



However, this chart does show that another of our initial hypotheses is not supported – that cancellations 

are more likely in the winter.  Hotel cancellations were not more prevalent in Winter months. Plausible reasons 

include the additional flexibility customers have during the summer vacation months as well as the fact that 

Portugal is not notorious for harsh winter weather. 

Besides comparisons to cancellations, an overall correlation matrix identified variables that are highly 

correlated to each other. An obvious find are reservations with more adults and children have a higher “adr” 

value (cost).  The Market_Segment and Distribution_Channel variables are also highly correlated, and this is to 

be expected. Distribution refers to whether the booking was made via a travel agent or tour operator (82% of all 

bookings), while Market refers to whether that booking was made via online travel agent, offline travel 

agent/tour operator, or other. With such a high correlation one should be removed in our modeling, since both 

datasets use Market_Segment, the Distribution_Channel would be the drop candidate.  

Because the variables in the secondary dataset are very similar to the primary dataset, this allowed our 

team to experiment modeling on both datasets with minor code adjustments. 

Output 2: Variable Summary 

 

 

III. OVERVIEW OF ANALYTICS AND MODELING AND DISCUSSION OF 

RESULTS 

 

A. Analytics Methodology and Types of Models Used 

Logistic regression to determine how parameters affect the likelihood of hotel booking cancellation. 

• Plot ROC Curve and AUC to assess model performance 

KNN and SVM model for classification 

• Tune C and K hyper-parameters 

• Split the dataset into training, validation, and test sets 

• Compare accuracy across models 

Holt-Winters forecasting and exponential smoothing to determine periodicity and trend in booking cancellations 

throughout the year 

B. Model Performance, Comparisons, and Optimizations  

Logistic Regression Model 

Logistic regression is a supervised (outcome class for each observation is known) machine learning 

approach that estimates the probability of an outcome from a dataset of predictors (and their respective 

outcomes).  As we were tasked with determining the likelihood of cancellation of hotel bookings based on 

booking profile, we determined that analysis via logistic regression would be appropriate and likely insightful 

for predictive purposes. 



Because we were interested in determining whether there were differences in cancellation propensity 

between different types of hotels (rural versus urban), we set up a few different models.  Our first model was an 

attempt to limit predictors for maximum interpretability while also retaining predictive power.  Based on the 

correlation coefficients between predictors and response (cancellations) determined in our EDA along with 

SME knowledge on high-impact variables, we chose what we believe to be the most impactful predictors: hotel 

type, deposit type, lead time, and total number of special requests associated with the booking.  

Figure 4: EDA/SME Generalized Hotel ROC and AUC 

 

To determine model performance, we constructed an ROC curve and evaluated the associated AUC, 

which provides the model’s performance across all possible classification thresholds.  Our greatest AUC was 

approximately 0.76. It should be noted that within this analysis, a confusion matrix and associated accuracy was 

calculated, but we determined that because our response variable (booking status) is so imbalanced toward not 

cancelled versus cancelled, AUC would be a more fair and better evaluation of our model’s performance as 

opposed to accuracy (which could be easily overfit with this imbalance). 

Our second approach within logistic regression modelling was to use factor selection to determine the 

most important predictors of booking cancellation while maximizing explained error.  For this approach, we 

split our approach into three classes. 

One class of model used only resort/rural hotel data and, as such, was devised to get more fine-grain 

insights into that market segment.  Another class of model used only city hotel data for the same purpose for 

urban hotels.  The final class used data from both a rural and city hotel to construct a more generalized model 

for hotel booking cancellations across the market. 

Our first logistic regression model for each class was executed with all parameters simply to have a 

baseline understanding of relationships in the data. In general, across all three model classes, there were a fair 

amount of significant predictors at the p = 0.05 significance level (to be expected with as much power and 

number of observations our datasets have). Also of note is the fact that a nonrefundable deposit as part of a 

hotel booking unexpectedly coincides with an increased likelihood of cancellation as compared to no deposit or 

a refundable one in all three classes. 

The second logistic regression model for each class was setup by first using stepwise regression to 

eliminate insignificant predictors at the p = 0.05 level using a greedy algorithm.  However, even with this factor 

selection protocol in place, likely due to our large sample size, we still retained many significant predictors.  

Results from these models show the same increased likelihood of booking cancellation with a nonrefundable 

upfront payment, but we also see another significant and high-magnitude predictor of booking cancellation – 

bookings made through an online travel agent.  This predictor, in all three models, increased the log odds of 

cancellation by around 1 (compared to lower magnitudes in all other significant predictors aside from a 

nonrefundable deposit). 



Output 3: Logistic Regression Model Summaries 

 

We can see from the below output that our ROC curves and associated AUCs for each of our six models 

show a non-random level of prediction accuracy, and in fact, have a decent amount of prediction accuracy in 

general.  There was little to no advantage in predictive power of our stepwise-regressed models versus our 

models with all predictors, so we can conclude that the predictors excluded from our stepwise-regressed models 

were, indeed, superfluous. 

Figure 5: Stepwise Logistic Regression ROC and AUC 

 

Together, these models suggest that there are many factors that impact the likelihood of booking 

cancellations across market segments and hotel types, but from this approach, we posit that deposit status 

(specifically a non-refundable deposit) and booking through an online travel agent are the predictors most likely 

to significantly raise the likelihood of cancellation. 



We contend that further research into this topic should focus on enhanced factor selection potentially 

through principal component analysis or an elastic net approach to more confidently determine superfluous 

predictors and remove them from analysis.  This will allow for the derivation of models that are easier to 

understand and interpret for hotel finance managers looking to make actionable decisions to decrease monetary 

fallout associated with booking cancellations.   With more advanced factor selection, it is likely that more 

impactful predictors will surface giving managers more insight into how to best handle booking cancellation 

risk. 

KNN and SVM Classification Models 

Our second set of classification models involved training and testing our cancellation data using the k-

nearest neighbors algorithm (KNN) and a support vector machine (SVM) approach.  Both of these machine 

learning models are supervised (KNN is parametric while SVM can be either parametric or nonparametric 

depending on whether the classifier used is linear – we use both approaches in our models).  In order to make 

comparisons between these two models, we determined that analyzing confusion matrices and associated 

accuracies was acceptable as this dataset showed significantly less imbalance in response prevalence. 

We first performed feature selection as with our linear regression approach. By doing so, we hoped to 

reduce the training time of the model and improve its interpretability.  From our EDA analysis of correlations 

between response and predictors, we determined that the most important variables to include in our models 

were deposit_type, previous_cancellations, lead_time, total_of_special_requests, market_segment, 

required_car_parking_spaces, booking_changes, is_Domestic, and customer_type. 

To evaluate the performance of our KNN and SVM models, we split a revised dataset (original dataset 

was prohibitively computationally expensive to analyze) into training and test sets. Using the training data, we 

built the models and then tested their performance on the test data set. This approach allowed us to compare the 

accuracy and efficiency of both models to determine which is better suited for the task at hand.  

SVM  

SVM is sensitive to the choice of kernel function and the regularization parameter which can affect the 

accuracy of the model. Our initial attempt used the linear kernel "vanilladot", but we encountered error 

messages. This led us to suspect the data may not be well-suited for a linear kernel; the vanilla dot product 

kernel assumes the input variables are linearly separable – that the classes can be separated by a straight line or 

plane in the input space. We then decided to approach the modeling with a nonlinear kernel. The radial basis 

function (RBF) kernel is a popular choice for SVM in classification and regression tasks, as it can capture 

complex nonlinear relationships between input variables and can handle high-dimensional feature spaces. Given 

the many features in the hotel reservation dataset, it is likely there are complex nonlinear relationships between 

the input variables, which can be modeled by the RBF kernel (kernel="rbfdot"). This tactic was successful in 

building a SVM model.  

We used the ksvm() method to optimize the SVM model's hyperparameters – C and sigma. In ksvm(), 

the cross argument specifies the number of folds to use in cross-validation. Here, we set cross = 5, which means 

that the data is split into 5 folds, and the SVM model is trained and tested on each fold in turn, with the final 

performance being the average of the 5 iterations. Using cross-validation provides a more reliable estimate of 

the model's performance because it uses more of the data for both training and testing and ensures each data 

point is used for testing exactly once. This helps to avoid overfitting. 

The sigma parameter controls the width of the RBF kernel, which determines the degree of influence 

that each training point has on the classification of new points, and the C parameter determines the trade-off 

between maximizing the margin between the hyperplane and the support vectors and minimizing the 

classification error. We experimented with different values until the best combination was identified. The 



optimal C was 1000, and the optimal sigma was 10. The model’s characteristics and performance display are as 

follows: 

Output 4: SVM Model Summary 

               

KNN  

The performance of KNN can be affected by the choice of k and the distance metric used to calculate the 

distances between data points. To simplify the analysis, we are using the default distance metric. To determine 

the optimal value of the k parameter for the KNN model, we performed cross-validation. First, we set the 

maximum value of k to 50 and created an array to store the misclassification rates.  

Next, we looped through each value of k to run 5-fold cross-validation using the cv.kknn() function. For 

each fold, we calculated the misclassification rate and then averaged it across all folds to estimate the model's 

performance for that value of k. The plot of k and corresponding misclassification rates is displayed as follows. 

The optimal k was 45. The performance display is as follows: 

Figure 6: KNN Misclassification Plot  Output 5: Confusion Matrix Summary 

  

We can see from our above outputs that both the SVM and KNN model show relatively strong accuracy.  

Given that our accuracy after testing for KNN was slightly higher coupled with the remarkably quicker 

computational time of KNN as compared to SVM (4 minutes as opposed to 2 hours for KNN), we suggest that 

our KNN model is likely the better of the two models for this (and other) datasets.  It is easy to understand, 

quick to compute, and a strong model in terms of accuracy.  



Holt-Winters Model 

Our third and final modeling approach was to forecast future bookings using the Holt-Winters 

exponential smoothing method.  Holt-Winters is a time series analysis approach that looks at both trend and 

seasonality in data for descriptive analytics as well as forecasting.  

We started by plotting the top ten countries where hotel customers came from, the different types of 

meals booked, the distribution channels guests used to book, and the different types of guests who made 

bookings (based on earlier EDA analysis of important predictors). Since the dataset only provided data for 

about 2 years, we determined that a long-term forecast was neither reliable nor relevant. Therefore, we decided 

to transform the data to a weekly frequency to get each week’s average arrivals for both the resort and city 

hotel. We used a frequency of 52. Before doing the forecast, we used a decomposition plot to try and gain some 

insight into the time series. This allowed us to separate the series into seasonality, trend, and random 

components. 

Figure 7: Decomposition of City Hotel and Resort 

 

We can see from the above output that the city hotel (on the left) had somewhat of a constant positive 

trend in bookings whereas the resort decomposition (on the right) didn’t show as much of a constant trend. 

However, it appears that both have weekly seasonality. Once done, we fitted an exponential smoothing model 

with trend and additive seasonal components using Holt-Winters to forecast future values. Then, we plotted the 

fitted model and forecasts with a confidence interval of 80% to 95% for 6 months.  The results are below. 

Figure 8: Holt-Winters for Arrivals at City Hotel and Resort 

 

We can see from the forecast output that the error associated with our forecast is moderately high.  This 

is due to the limited timespan in our reference dataset coupled with the inherent nature of increasing error as 

forecast length increases.  In future analysis, we suggest that any forecasting reference a larger amount of data 



with a greater timespan to reduce predictive error and improve confidence in projections.  We also posit that 

any forecasting analyzed through a Holt-Winters approach should likely be performed on a monthly or even 

weekly basis as even a half-year forecast exhibited a suboptimal amount of error. 

 

IV. CONCLUSION 

Overall, we were able to model and predict hotel booking cancellations with various models such as 

logistic regression, SVM, KNN, and Holt-Winters. We employed different variable selection methods such as 

high correlation and feature selection to select the best variables for model training and analysis. The logistic 

regression and KNN models gave us good prediction AUC/accuracy of ~80%, and these models are easier to 

implement and optimize. After initial data exploration we determined that hotel cancellations were not prevalent 

in Winter months as initially predicted. The type of hotel (City Hotel and Resort Hotel) did influence 

cancellation rates – 40% for city hotels as opposed to 30% for resort/rural hotels. This result is aligned with our 

initial hypothesis that customers have more booking options and flexibility in urban areas. Family make-up did 

not have a significant impact on booking cancellations as determined by our EDA. Holt-Winters analysis 

showed an upward trend in city hotel bookings (and to a lesser degree in resort hotel bookings), and with 

seasonality, we were able to forecast bookings up to six months in the future. 

It should be considered that the results and analysis we see here are representative only of the dataset of 

two hotels in Portugal. Hotels in other countries could have different significant variables, seasonality, and hotel 

types that could affect bookings and cancellations. Also, given the limited amount of data, we had some 

challenges identifying trends and forecasting long-term hotel bookings. However, the next step would be to 

forecast bookings and cancellations in the short-term and utilize other variables such as weather and 

competitive intelligence. We reviewed published and on-going research where the focus was predicting short-

term (4-5 days) booking cancellations. Researchers have employed complex machine learning models (decision 

trees and random forests) to forecast cancellations with 85-90% accuracy. As hotels obtain more data, short-

term forecasts would be instrumental in operational planning to maximize room utilization. 
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